As artificial intelligence becomes increasingly mainstream, natural language processing techniques are emerging to help IT teams gain enhanced understanding of their operations landscape and to further optimize the ticket management process.

Executive Summary

A substantial portion of any IT operation is taken up with maintenance and support of applications and infrastructure. As such, every problem or request is initiated as a ticket that is worked on manually by an operations team. In large operations, the volume of these tickets could run exceptionally high – thousands every month. Management of these tickets must be continuously optimized to keep operational costs under control.

Traditional approaches to such optimization require significant manual effort by subject
To identify and deploy the right treatment strategy, SMEs must go through ticket descriptions and develop an understanding of the patterns of problems. Such an approach is effort-intensive and, when done manually, is often both inefficient and suboptimal.

Challenges in identifying the right treatment strategies

Typically, end users describe their problem or request in free text as part of the ticket description. Although the range of issues is limited, as the underlying application portfolio has a defined functionality, users often describe the same or similar problems in many different ways.

To enhance efficiency, operations teams employ various strategies:

- Automating ticket resolution, which speeds and standardizes the whole process, from problem identification through closure.
- Documenting the steps required to resolve the tickets, known as standard operating procedures (SOPs).
- Assigning less experienced or right-skilled personnel to the tickets, a strategy known as “left shift.”
- Eliminating the underlying problem and hence recurrence of such tickets, thus reducing ticket volumes.

To identify and deploy the right treatment strategy, SMEs must go through ticket descriptions and develop an understanding of the patterns of problems. Such an approach is effort-intensive and, when done manually, is often both inefficient and suboptimal.

Sometimes SMEs define a dictionary of keywords or phrases corresponding to different categories of tickets. To map tickets to categories, an automated program looks for the presence of these keywords in the ticket description. However, this approach has its own challenges:

- Such a keyword dictionary is never comprehensive and requires constant updates.
- The mere instance of a keyword is not sufficient for mapping tickets to categories.
- It allows mapping only to a set of predefined ticket categories.

This white paper lays out an NLP-based solution that assists SMEs in identifying patterns efficiently across thousands of tickets by assessing ticket descriptions automatically.
Leveraging NLP to identify patterns in tickets

NLP can help address some of the challenges covered above by assessing the free text descriptions automatically across thousands of tickets. To accomplish this, a vector representation, or embedding, of ticket descriptions is created using the word2vec technique. The descriptions and other relevant ticket characteristics are used to identify patterns automatically and devise homogeneous groupings or clusters of tickets. Leveraging these insights, SMEs can not only identify the right treatment strategies but also develop an enhanced understanding of the ticket landscape.

NLP eliminates the need for SMEs to process individual ticket descriptions or define a comprehensive keyword dictionary. It also handles the diverse ways in which different users describe the same problem on their tickets.

Our NLP solution entails a three-step approach:

- Automated processing and clustering of tickets.
- SMEs identify treatment opportunities and execute them - e.g., preparing an SOP.
- Assigning every new incoming ticket to the right cluster for appropriate processing.

Figure 1 illustrates how three similar tickets, articulated differently by the users, are grouped together under cluster number 2 without using any predefined keywords.

**Automatic identification of semantically similar tickets**

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Ticket Description</th>
<th>Assigned Cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SUP:SMP:Unable to launch ILT course — FAILED</td>
<td>2</td>
</tr>
<tr>
<td>102</td>
<td>SUP:SMP:user cannot finish a training</td>
<td>2</td>
</tr>
<tr>
<td>3013</td>
<td>SUP:SMP:Problem completing a web-based learning activity</td>
<td>2</td>
</tr>
</tbody>
</table>

Figure 1
Clusters identified in a given ticket repository

Figure 2 shows a scatter plot of tickets, color-coded by cluster, along with the optimal number of clusters suggested by the DBSCAN algorithm and a measure of cluster quality called silhouette coefficient. The plot axes are not directly meaningful and are used only to show cluster separation.

Figure 3 depicts the sequence of actions needed to cluster or separate tickets into groups by similarity.

Clustering tickets in the repository

Figure 3
Assigning new tickets to a cluster

Figure 4 illustrates the process of assigning a new ticket to one of the previously calculated clusters.

The output includes a similarity score calculated using cosine similarity.6
Our solution is built in Python, using open-source libraries such as NLTK, BeautifulSoup, scikit-learn and Gensim (word2vec implementation), as depicted in Figure 5.

Our core solution applies across engagements. However, it typically requires iterations in which the SMEs fine-tune the hyper-parameters for the clustering algorithm. This solution is also more scalable and easier to maintain than the keyword-based alternate approach that many IT departments use. This automated approach is particularly useful for engagements with such large ticket volumes that it makes manual analysis unfeasible.

Our solution architecture

The business benefits are multifold. Our approach frees up IT operations team members who could be deployed on other tasks. It allows the deployment of less skilled and lower-cost resources to ticket handling tasks. It also enables quicker, more consistent and higher-quality ticket resolutions, which result in improved service levels and client satisfaction. Efficiencies will vary based on the nature of the engagement, depending on its inherent ticket patterns.
The solution also enabled the client to identify automation and problem management opportunities across the organization, which will eventually lead to nonlinear cost savings.

**The opportunities ahead**

Many opportunities arise from the ability to process free text ticket descriptions automatically without SMEs going over each one laboriously or identifying sets of keywords to categorize them.

We have piloted this solution successfully in engagements across industry segments. In an engagement with a life sciences client, benefits realized included:

- A 50% reduction in SME efforts for manual classification and identification of potential left shift and automation opportunities.
- Accelerating the benefit realization cycle by three months due to faster identification of opportunities.
- A 5% reduction in ticket counts and 20 percentage points improvement in first-level resolutions (FLR) in three months.
- A 20% reduction in mean time to resolve (MTTR) rates.

The solution also enabled the client to identify automation and problem management opportunities across the organization, which will eventually lead to nonlinear cost savings.

Other potential opportunities include deriving insights that will enable optimal team staffing and prioritizing knowledge transfer from an incumbent vendor when transitioning to a new partner. Application of the solution can be extended to other scenarios that require processing of free-form text, such as identifying patterns in software defects, identifying duplicate incident alerts, etc.
Endnotes

1 Word embedding: “Vector space models (VSMs) represent (embed) words in a continuous vector space where semantically similar words are mapped to nearby points (are embedded nearby each other),” https://www.tensorflow.org/tutorials/representation/word2vec.

2 Word2vec: “Word2vec is a particularly computationally-efficient predictive model for learning word embeddings from raw text,” https://www.tensorflow.org/tutorials/representation/word2vec.

3 Clustering: “Cluster analysis or clustering is the task of grouping a set of objects in such a way that objects in the same group (called a cluster) are more similar (in some sense) to each other than to those in other groups (clusters),” https://en.wikipedia.org/wiki/Cluster_analysis.

4 DBSCAN: Density-Based Spatial Clustering of Applications with Noise. This is a reliable clustering algorithm, originally proposed in 1996 and still widely used. It finds core samples of high density and expands clusters from them https://scikit-learn.org/stable/modules/clustering.html#dbscan.

5 Silhouette coefficient: The silhouette value is a measure of how similar an object is to its own cluster (cohesion) compared to other clusters (separation), https://en.wikipedia.org/wiki/Silhouette_(clustering).

6 Cosine similarity: Cosine similarity is a measure of similarity between two non-zero vectors of an inner product space that measures the cosine of the angle between them; https://en.wikipedia.org/wiki/Cosine_similarity.
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